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ABSTRACT

This paper studies the performances of three optimization algorithms, such as (a) Back Propagation (BP) that works by the principle of gradient descent, (b) Simulated Annealing (SA), which is a probabilistic search and (c) a Binary-Coded Genetic Algorithm (BCGA) that is an evolutionary technique for training of a Feed-Forward Neural Net Classifier (NNC). The objective is to compare the performances of BP, SA, and BCGA in terms of yielding accurate outputs in less time. Four standard datasets, e.g. Iris, Diabetes, Glass and Teaching Assistant Evaluation (TAE) are used for their implementations and testing. It has been observed that BP loses its merit as a good NNC optimizer due to its tendency of being trapped into local minima. SA, on the other hand, consumes more time for convergence, but yields better classification accuracy, compared to BP. BCGA, being a global search algorithm, is able to find better solution from all available solutions and thus yields the best accuracy, but with slow convergence rate. Based on these observations, the paper suggests that SA might be a reasonable choice for NNC optimization to start with, when both accuracy and convergence speed are considered.
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I. INTRODUCTION

Feed-Forward Neural Net Classifier (NNC) is an artificial neural network structure with input signals constrained to propagate in the forward direction [1, 2]. It finds frequent applications in the fields like Estimation of Software Effort [3], Software Reliability Modelling [4], Dynamic System Identification and Control [5], Voice Recognition [6], and many more. So, it urges for the optimization of feed-forward NNC with the best accuracy and convergence. It is not a simple task and requires comprehensive parametric studies on various datasets. This leads us to the implementation of Back Propagation (BP), Simulated Annealing (SA) algorithms and Binary-Coded Genetic Algorithm (BCGA), which are three popular optimizers to train and test an NNC.

Among several algorithms to facilitate NNC’s supervised training process, back propagation (BP) is the most popularly used one. It has been used in trade prediction [7], energy saving in wireless sensor networks [8], analysis of LHM elemental basic structure [9], weather forecasting [10,11], identification of seismic arrival types [12], microstrip filters [13], medical diagnoses [14,15] etc. Its goal is to optimize the weight set associated with NNC through iterations [16]. Nevertheless, its nature of getting stuck at local minima limits the possibility of obtaining the optimal solution and sometimes fails to produce better accuracy though with faster convergence.

Simulated annealing (SA), on the other hand, is a probabilistic global search algorithm. It states the convergence of the physical process of crystallization that involves stabilization of molecules with
slow decrement in temperature [17]. Similar to BP, optimal weight set is the key focus of SA, which is accomplished with the controlled decrement of the temperature. SA also finds applications in the field of Chromatographic Separation [18], Water Distribution System [19], Structural Optimization [20], Design of Low Pass Filters [21], and so on. Being a global search it may lead to the optimal solution with considerable convergence rate, yet it is probabilistic in nature.

Genetic Algorithm (GA) is an analogy to the process of natural evolution that is used for optimization [22]. The different types of GAs are Messy GA [23], Adaptive GA [24], Parallel GA [25], Independent Sampling GA [26], Real-Coded GA [27], and many more. Here BCGA is implemented where the individuals in population are encoded with binary digits [25]. Some of its important contributions include: antenna design [28, 29], pattern classification [30], pipeline flow optimization [25], medical diagnosis [31, 32, 33] and so forth. One of its most important characteristic is it can find better solution using the information available in current solutions with the operations such as crossover and mutation whereas the convergence rate is not up to the mark.

There have been a few comparative studies performed between BCGA and BP [34, 35] and SA and BP [36] on data classification using neural network on the basis of accuracy. But in classification task, convergence rate also plays a major role along with accuracy in real-world problems. So the analysis in our study includes: parametric optimization of NNC training, classification accuracy check and estimating the convergence rate.

The objective of this work is to compare these three different classes of optimization algorithms on the basis of accuracy and convergence rate while training an NNC. The accuracy reflects the minimum testing error and convergence rate is based upon the time taken for completion of training. The above three algorithms are operated on Iris, Diabetes, Glass, and Teaching Assistant Evaluation (TAE) datasets [37].

Rest of the paper is organized as follows. Section II describes the methodology used, section III explains results, and the paper is concluded in section IV.

II. Methodology

This section briefly describes the data, tools, and techniques used in the study.

2.1. Data

Four standard datasets, such as Iris (150 x 4; Class: 1-3), Teaching Assistant Evaluation (TAE: 149 x 5; Class: 1-3), Glass (214 x 9; Class: 1-6) and Diabetes (150 x 8; Class: 1-2), are considered for the study [37].

2.2. Tools Used

Dev C++ is used for the development and implementation of the NNC, BP, SA and BCGA algorithms. MATLAB 9 is used for plotting graphs. Intel Core 2 Duo 2 GHZ with 1 GB RAM processor is used for simulation of all the programs.

2.3. Techniques Applied

This section briefly describes the complete methodology adopted in our work.

2.3.1. Feed-Forward NNC Construction

Feed-Forward NNC is developed for each dataset using the structure feature available in C language. The structure of each net is based on the notation \((n - \lceil n/2 \rceil - 1:: Input-Hidden-Output)\) with 1 hidden layer where \(n\) is the number of neurons/nodes in the input layer. Table 1 describes the structure of each network developed.
Table 1. Description of NNCs, Developed

<table>
<thead>
<tr>
<th>Network Description</th>
<th>Datasets</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>TAE</td>
</tr>
<tr>
<td>No. of layers</td>
<td>3</td>
</tr>
<tr>
<td>No. of hidden layers</td>
<td>1</td>
</tr>
<tr>
<td>No. of neurons in input layer</td>
<td>5</td>
</tr>
<tr>
<td>No. of neurons in output layer</td>
<td>1</td>
</tr>
<tr>
<td>No. of neurons in hidden layer</td>
<td>3</td>
</tr>
</tbody>
</table>

Log Sigmoid function mentioned in (1) is used as the transfer function to keep the output of each hidden/output neuron between 0 to 1.

\[ f(x) = \left(1 + e^{-x}\right)^{-1} \]  

(1)

The cost function here used is the Mean Square Error (MSE) calculated by the difference between the calculated output (CO) and the target output (TO). MSE cost function is given in (2).

\[ MSE = \frac{1}{N} \sum_{i=1}^{N} (TO - CO)^2 \]  

(2)

Where ‘N’ denotes the number of total instances

As we are also investigating the run time as another objective function we have used TIME (see (3)) as the cost function.

\[ TIME = \frac{1}{N} \sum_{i=1}^{N} t_i \]  

(3)

2.3.2 Normalization

The datasets constituting features and class labels are pre-processed to have values from 0 to 1 before feeding into NNC to facilitate simpler calculation and use of log sigmoid function as transfer function.

2.3.3 BP Algorithm

BP, a well-directed gradient based search, works in the following phases: (1) passing of input signals in forward direction and calculation of output at output layer, (2) Calculation of error using cost function, and (3) back propagation of error using generalized Δ rule using (4) and (5) [16]. Here the basic idea is to reduce the MSE through iterations consequently increasing the prediction accuracy using the principle of gradient descent.

\[ \Delta w'_{i,j} = -\lambda \frac{\partial MSE}{\partial w'_{i,j}} + \alpha w'_{i,j} \]  

(4)

\[ w'^{t+1}_{i,j} = \Delta w'_{i,j} + w'_{i,j} \]  

(5)

Where ‘w’ denotes the weights between the connectors ‘i’ and ‘j’ and ‘t’ is the state of iteration. To optimize the learning process rigorous parametric study (PS) [38] is included. In PS, the Learning Rate (λ) is optimized by checking the minimum MSE associated λ. Table 2 lists the parameters involved in training NNC with BP algorithm.

Table 2. Parameter List for BP

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Corresponding Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>Learning Rate (λ)</td>
<td>0.1 to 1.0</td>
</tr>
<tr>
<td>Momentum Constant(α)</td>
<td>0.9</td>
</tr>
<tr>
<td>Epoch Size</td>
<td>100</td>
</tr>
</tbody>
</table>
2.3.4. SA Algorithm

SA is an adaption of the physical process where a solid is gradually cooled until its structure attains the “frozen” state at the minimum energy level [39]. Likewise, the weight set in the neural network has to go through a number of configurations during the annealing process until it obtains the global minima.

The process starts at a high temperature; with gradual decrement of temperature and the weight configuration changes attaining a “thermal equilibrium” state at each temperature [17].

At each temperature, we randomize the weights. We accept the new set of weights as the newly optimized set of weights if the error with this weight set is lower than the error with the previous set of weights or with a probability that the current set of weights will lead to the global minima. Here, the PS includes the weight range to be optimized. Table 3 shows the list of parameters involved.

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Corresponding Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>Initial Temperature</td>
<td>10°C</td>
</tr>
<tr>
<td>Final Temperature</td>
<td>1°C</td>
</tr>
<tr>
<td>Weight Range</td>
<td>(-1,+1), (-2,+2), (-4,+4)</td>
</tr>
<tr>
<td>Equilibrium State</td>
<td>No. of changes in the weight set is more than 10 or No. of iterations is more than 15000</td>
</tr>
</tbody>
</table>

2.3.5. Binary Coded GA

GA, based on natural evolutionary process, is a global optimization algorithm. It constitutes of continual processes, such as (1) initialization of population, (2) evaluation of fitness of each individual in population (3) selection of best-fit individuals for cross-over process (4) cross-over and mutation of selected individuals to breed off-springs, and (5) evaluation of off-springs and their replacement with least-fit old individuals [22].

The type of GA used here is BCGA where each individual solution is encoded with binary digits. As BCGA is applied to a neural net, here the weight links connected between nodes are coded into strings of binary. Figure 1 shows the same.

Figure 1. Weights of NN with Binary Encoding

Cross over operation in BCGA is done in the following way: (1) Select two individuals i.e. two weight sets [W]_1 and [W]_2 out of all individuals, (2) Mate each weight links of [W]_1 with the corresponding weight link of [W]_2 (i.e. [W]_{ij} with [W]_{ij} where W_{ij} is the weight link between i and j neurons ) to produce two new weight sets. Figure 2 demonstrates the above operation.

Figure 2. Cross Over Operation of two Weight Sets
In PS, the parameters are: weight range, type of cross over, initial population size. Epoch size is 500 as convergence rate of BCGA is slow. Table 4 shows the parameter list

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Corresponding Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>Epoch Size</td>
<td>500</td>
</tr>
<tr>
<td>Cross Over Type</td>
<td>Single-point, Two-point</td>
</tr>
<tr>
<td>Weight Range</td>
<td>(-1,+1), (-2,+2), (-4,+4)</td>
</tr>
<tr>
<td>Initial Population Size</td>
<td>100 to 1000</td>
</tr>
<tr>
<td>No. of Bits for a Wt. Link</td>
<td>20 for wt. range(-1,+1); 21 for wt. range(-2,+2); 22 for wt. range(-4,+4)</td>
</tr>
<tr>
<td>Mutation</td>
<td>4 bits of each wt. link of offspring are randomly changed using XOR bitwise operator after cross over operation</td>
</tr>
</tbody>
</table>

III. RESULTS AND DISCUSSION

The result section constitutes two sub-sections. First describes the results of PS, while in the second, comparison is made.

3.1. Parametric Study Results

3.1.1. BP: Tuning Learning Rate

All possible \( \lambda \) are tested while training the NNC. The \( \lambda \) with minimum MSE during testing is selected for comparison with SA and BCGA. Figure 3 depicts the \( \lambda \) optimization for all the datasets. From Figure 3, it is clear that for Iris data, the minimum MSE is 0.0062 at \( \lambda = 0.2 \). For Glass data, minimum MSE is 0.0253 at \( \lambda = 0.3 \); while for the Diabetes data, minimum MSE is 0.0980 at \( \lambda = 0.7 \). Finally, for TAE, minimum MSE is 0.0558 at \( \lambda = 0.2 \).

Figure 3. Learning Rate Optimization for all datasets

3.1.1. SA: Optimization of Weight Range

As mentioned earlier, different weight ranges i.e. the search spaces are tried during the training of NNC. The search space which results the minimum MSE during testing of the NNC is selected for comparison with BP. Table 5 suggests, for Iris data the minimum MSE is 0.0043; while for TAE it is 0.0549. For Glass and Diabetes, the minimum MSE values are 0.0268 and 0.0940 respectively. All the minimum MSEs fall in the weight range (-1, +1).

<table>
<thead>
<tr>
<th>Weight Optimization</th>
<th>Minimum MSE (testing) of datasets corresponding to weight range</th>
</tr>
</thead>
<tbody>
<tr>
<td>Iris</td>
<td>TAE</td>
</tr>
<tr>
<td>(-1,+1)</td>
<td>0.0043</td>
</tr>
</tbody>
</table>
Weight Optimization | Minimum MSE (testing) of datasets corresponding to weight range
--- | --- | --- | --- | ---
(-2,+2) | 0.0044 | 0.0574 | 0.0322 | 0.1072
(-4,+4) | 0.0046 | 0.0581 | 0.0385 | 0.1056

### 3.1.2. BCGA

Different parameters mentioned in Table 4 are optimized through PS. Figure 4 depicts the same.

![Figure 4. PS Results for (1) IRIS, (2) TAE, (3) GLASS and (4) DIABETES data](image)

Results show, the minimum MSE 0.0037 for IRIS occurs with weight range (-4, +4), single-point crossover, and population size 400. For TAE, the minimum MSE 0.0507 occurs with weight range (-1, +1), two-point crossover, and population size 800. With weight range (-1, +1), single-point crossover, and population size 1000 minimum MSE 0.0167 is attained for Glass data. For Diabetes, the minimum MSE 0.0912 is obtained with weight range (-1, +1), two-point crossover and 800 population size.

### 3.2. Comparative Study of BP, SA and BCGA

This section includes the comparative study results in two sections based upon accuracy and convergence rate of NNC training.

#### 3.2.1. Accuracy

Here accuracy is considered as the minimum MSE during testing. Table 6 & 7 demonstrate the advantage of BCGA over SA and BP when NNC deals with accuracy.

| Training Analysis | Minimum MSE (training) for all the datasets |
|---|---|---|---|
| Iris | TAE | Glass | Diabetes |
| BP | 0.0071 | 0.0634 | 0.0133 | 0.0748 |
Table 6 suggests that SA acquires the pole position during training of NNC for all the datasets. BCGA acquires the 2\textsuperscript{nd} position for all datasets except Diabetes. BP secures 2\textsuperscript{nd} position for Diabetes; while 3\textsuperscript{rd} for the rest.

### Table 7. Performance of BP, SA and BCGA during Testing

<table>
<thead>
<tr>
<th>Testing Analysis</th>
<th>Minimum MSE (testing) for all the datasets</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Iris</td>
</tr>
<tr>
<td>BP</td>
<td>0.0062</td>
</tr>
<tr>
<td>SA</td>
<td>0.0043</td>
</tr>
<tr>
<td>BCGA</td>
<td>0.0037</td>
</tr>
</tbody>
</table>

Results shown in Table 7 suggest BCGA outperforms SA and BP during testing for all the data. SA secures 3\textsuperscript{rd} position for Glass and 2\textsuperscript{nd} for the rest. BP secures 2\textsuperscript{nd} position only for Glass data and 3\textsuperscript{rd} for the rest. Here we try to emphasize, BP’s tendency of getting stuck at local minima doesn’t produce considerable accuracy. BCGA is able to find the best solutions from the available solutions for all datasets.

### 3.2.1. Convergence Rate

Table 8 shows the time consumed by BP, SA, and BCGA during training for the optimized convergence for each dataset.

As the system used for simulation is Intel Core 2 Duo 2 GHZ with 1 GB RAM the time consumed for convergence can be further optimized with a system with better processing capacity. Table 8 suggests, Convergence for BCGA is much slower than BP and SA. BP has got the highest convergence rate.

### Table 8. Convergence Rate Comparison of BP, SA and BCGA

<table>
<thead>
<tr>
<th>Convergence Rate Analysis</th>
<th>TIME taken for Convergence (in seconds)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Iris</td>
</tr>
<tr>
<td>BP</td>
<td>10</td>
</tr>
<tr>
<td>SA</td>
<td>190</td>
</tr>
<tr>
<td>BCGA</td>
<td>293</td>
</tr>
</tbody>
</table>

### IV. CONCLUSION AND FUTURE WORK

In this work we tried to solve a bi-objective optimization problem in terms of accuracy and speed. It concludes that SA takes more time (Iris: 190; TAE: 90; Glass: 52; Diabetes: 124) to converge when compared to BP (Iris: 10; TAE: 14; Glass: 28; Diabetes: 25), but much less time compared to BCGA (Iris: 293; TAE: 1500; Glass: 4560; Diabetes: 2554). On the other hand, BCGA provides better accuracy during testing (Iris: 0.0037; TAE: 0.0507; Glass: 0.0167; Diabetes: 0.0912) when compared to SA (Iris: 0.0043; TAE: 0.0549; Glass: 0.0268; Diabetes: 0.0940) and BP (Iris: 0.0062; TAE: 0.0634; Glass: 0.0253; Diabetes: 0.0980). Hence, we suggest that SA could be one reasonably useful technique for NNC optimization. However, it requires more study with different real-life datasets, which is the future work of the authors.
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