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ABSTRACT
Mobile Ad hoc Network (MANET) also called as mobile mesh network. It is a self-configuring network of mobile devices connected by wireless links. Here we assume all mobile nodes cooperate fully with the functionalities of the network. In reality, however, some nodes may selfishly decide only to cooperate partially, or not at all, with other nodes [1]. In this paper we have to find selfish nodes and recover them. These selfish nodes could then reduce the overall data accessibility and increase delay in the network. In this paper, we examine the impact of these selfish nodes and reduce the delay.
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I. INTRODUCTION

Wireless cellular system has been in use since 1980s. Wireless system operates with the aid of a centralized supporting structure such as an access point. These access points assist the wireless users to keep connected with the wireless system, when they roam from one place to other. In wireless system the device communicate via radio channel to share resource and information between devices. Due to presence of a fixed supporting structure, limits the adaptability wireless system is required easy and quick deployment of wireless network. Recent advancement of wireless technologies like Bluetooth, IEEE 802.11 introduced a new type of wireless system known as Mobile ad-hoc network (MANETs) [13], which operate in the absence of central access point. It provides high mobility and device portability’s that enable to node connect network and communicate to each other. It allows the devices to maintain connections to the network as well as easily adding and removing devices in the network. User has great flexibility to design such a network at cheapest cost and minimum time. MANETs has shows distinct characteristics, such as:

- Weaker in Security
- Device size limitation
- Battery life
- Dynamic topology
- Bandwidth and slower data transfer rate

Ad hoc routing protocols can be broadly classified as:

- Proactive (table-driven)
- Reactive (on-demand)

Proactive protocols maintained nodes in a MANET and keep track of routes to all possible destinations so that the route is already known and can be immediately used, when a packet needs to be forwarded. On the other hand, reactive protocols employ a lazy approach whereby nodes only discover routes to destinations on demand, i.e., a node does not need a route to a destination until that destination is to be the sink of data packets sent by the node[14].In MANET, mostly we assume that all mobile nodes cooperate fully in the network functionalities. But some nodes decide not to cooperate at all. From Past there is a tendency in the nodes in an ad hoc network to become selfish. The selfish nodes are reluctant to spend their resources such as memory, battery power and CPU time for others but they are not malicious nodes [14]. The problem may become complicated, when with the passage of time the nodes have small amount of residual power and want to conserve it for their own purpose.
In general while handling Selfishness in MANET we have to improve data accessibility and reduce query delay, i.e., query response time, if the mobile nodes in a MANET together have sufficient memory space to hold both all the replicas and the original data. For example, the response time of a query can be substantially reduced, if the query accesses a data item that has a locally stored replica. However, there is often a trade-off between data accessibility and query delay, since most nodes in a MANET have only limited memory space [15]. For example, to reduce its own query delay a node may hold a part of the frequently accessed data items locally. However, if there is only limited memory space and many of the nodes hold the same replica locally, then some data items would be replaced and missing. Thus, the overall data accessibility would be decreased. Hence, to maximize data accessibility, a node should not hold the same replica that is also held by many other nodes [15].

In [1] it defines three types of behavioral states for nodes from the viewpoint of selfish replica allocation:

- **Type-1 node**: are non-selfish nodes i.e. the nodes hold replicas allocated by other nodes within the limits of their memory space.
- **Type-2 node**: called as fully selfish nodes. These nodes do not hold replicas allocated by other nodes, but allocate replicas to other nodes for their accessibility.
- **Type-3 node**: are partially selfish nodes. The nodes use their some part of memory space for allocated replicas by other nodes. Their memory space may be divided logically into two parts as selfish and public area. These nodes allocate replicas to other nodes for their data accessibility.

The detection of the type-3 nodes is complex, because they are not always selfish. In some sense, a type-3 node might be considered as non-selfish, since the node shares part of its memory space here this is considered as (partial) selfish, because the node also leads to the selfish replica allocation problem. Selfish and non-selfish nodes perform the same procedure when they receive a data access request, although they behave differently in using their memory space [1].

**II. LITERATURE REVIEW**

MANETs rely on the cooperation of all the participating nodes. The more nodes cooperate to transfer traffic, the more powerful a MANET gets. But supporting a MANET is a cost-intensive activity for a mobile node. Detecting routes and forwarding packets consumes local CPU time, memory, network-bandwidth, and last but not least energy [16]. Therefore there is a strong motivation for a node to deny packet forwarding to others, while at the same time using their services to deliver own data. Some resources, namely battery power (energy), are scarce in a mobile environment and can be depleted at fast pace with the device utilization. This can lead to a selfish behavior of the device owner that may attempt to take the benefit from the resources provided by the other nodes without, in return, making available the resources of his own devices. In this scenario, open MANETs will likely resemble social environments. A group of persons can provide benefits to each of its members as long as everyone provides his contribution. For our particular case, each member of a MANET will be called to forward messages and to participate on routing protocols. A selfish behavior threatens the entire
community. Optimal paths may not be available. As a response, other nodes may also start to behave in the same way.

In the [1] existing strategy consists of three parts: 1) detecting selfish nodes, 2) building the SCF-tree, and 3) replica allocation.

The reason is that without forming any group or engaging in lengthy negotiations each node can detect selfish nodes and makes replica allocation at its own discretion [15].

1) Detecting Selfish Node

The notion of credit risk can be described by the following equation:

\[
\text{Credit Risk} = \frac{\text{expected risk}}{\text{expected value}}
\]

i.e., the expected risk is calculated by number of requests served by the node. And the expected value is calculated by number of memory spaces shared by nodes. In the existing strategy, each node calculates a CR score for each of the nodes to which it is connected [1]. The calculated CR value is called as degree of selfishness. Degree of selfishness tells that the node is seems to be Selfish node. Each node shall estimate the selfishness degree for all of its connected nodes based on the CR score. They first describe selfish features that may lead to the selfish replica allocation problem to determine both expected value and expected risk [15].

2) Building SCF-Tree

The SCF Tree build based on human friendship management in the real world, where each person makes their own friends forming a web and manages friendship by their self. They do not have to discuss these with others to maintain the friendship [1]. The decision is only at their discretion. The main goal of the replica allocation techniques discussed is to reduce traffic overhead, achieving data accessibility to maximum level. If this replica allocation technique can allocate replica without considering with other nodes, it will decrease the traffic overhead.

3) Allocating Replica

A node allocates replica at every relocation period, after building the SCF-tree. Within its SCF-tree [1] each node asks non selfish nodes to hold replica when it cannot hold replica in its local memory space. Each node determines replica allocation individually without any communication with other nodes, since the SCF-tree based replica allocation is performed in a fully distributed manner. At first, a node determines the priority for allocating replicas. The priority is based on Breadth First Search (BFS) order of the SCF-tree. The dotted arrow in represents the priority for allocating replica.

III. PROPOSED SYSTEM

Although network issues are important in a MANET, replica allocation is also crucial, since the ultimate goal of using a MANET is to provide data services to users. A selfish node may not share its own memory space to store replica for the benefit of other nodes. We can easily find such cases in a typical peer-to-peer application. A selfish node may not share its own memory space to store replica for the benefit of other nodes. We can easily find such cases in a typical peer-to-peer application. They are based on the concept of a self-centered friendship tree (SCF-tree) and its variation to achieve high data accessibility with low delay in the presence of selfish nodes. We first describe selfish features that may lead to the selfish replica allocation problem to determine both expected value and expected risk. Here we can consider threshold value as main part for detecting selfishness. If node transfers the packet within the threshold value, then it is a non selfish. If exceeds the threshold value, then it is a selfish node.

Credit risk value can be calculated by means of threshold value. For every node, we can store the data and sent to another node. If there is a selfish node present, then the data will be lost. At that time, Neighboring node will have copy of that data, so we can come one step backward route the data to the another path. As stated in [1] the detection of the type-3 nodes is complex, because they are not always selfish. In some sense, a type-3 node might be considered as non-selfish, since the node shares part of its memory space, due to this here we can consider only two types of nodes as selfish and non-selfish. A selfish node can silently drop some or all of the data packets sent to it for further forwarding even when no congestion occurs. Selfish node attack presents a new threat to wireless ad hoc networks since they lack physical protection and strong access control mechanism. An adversary can easily join the network or capture a mobile node and then starts to disrupt network communication by
silently dropping packets. Selfish node attack is a serious threat to the routing infrastructure of both MANET and the Internet since it is easy to launch and difficult to detect. For this Session Key is used for security purpose.

### IV. SIMULATION

Simulations are made using NS-2 [17] simulation program that consists of the collection of all network protocols to simulate many of the existing network topologies. The number of mobile nodes is set to 50. Each node has its local memory space and moves with a velocity from 0 ~ 1 (m/s) over 1600X1000 meter flatland area. The movement pattern of nodes follows the random waypoint model, where each node remains stationary for a pause time and then it selects a random destination and moves to the destination [1]. After reaching the destination, it again stops for a pause time and repeats this movement behavior. The radio communication range of each node is a circle with a radius of 1 _ 19 (m). We suppose that there are 50 individual pieces of data, each of the same size. In the network, node N_i (1 < i < 50) holds data D_i as the original. The data access frequency is assumed to follow Zipf distribution. And threshold value is considered as 4ns. The default relocation period is set to 256 units of simulation time which we vary from 64 to 8,192 units of simulation time. Nodes were set to use 802.11 radios with 2 Mbps bandwidth and 250 meters nominal range. We considered only static scenario so link breakage due to mobility is zero. The simulated time was 100 seconds. TABLE I describes the simulation parameters.

<table>
<thead>
<tr>
<th>Parameter (unit)</th>
<th>Value (default)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of nodes</td>
<td>50</td>
</tr>
<tr>
<td>Number of data items</td>
<td>50</td>
</tr>
<tr>
<td>Radius of communication range (m)</td>
<td>1 ~ 19 (7)</td>
</tr>
<tr>
<td>Size of network (m)</td>
<td>1600 *1000</td>
</tr>
<tr>
<td>Percentage of selfish node (%)</td>
<td>0 ~ 100 (70)</td>
</tr>
<tr>
<td>Relocation period (ms)</td>
<td>64 ~ 8,192</td>
</tr>
<tr>
<td>Threshold (ns)</td>
<td>0 ~ 5 (4)</td>
</tr>
</tbody>
</table>

### V. RESULT

![Forwarding Data to handle selfishness](image-url)
In Figure 2 we have to maintain the data flow, where node 10 becomes selfish. Due to this selfishness behavior packet send over link of node 2-10 gets lost. To handle this situation link cut between these nodes, node 2 send request to node 3 for further data delivery. Hence Selfishness can be handled. Effect of handling Selfishness over MANET under NS2 simulator is given below.

![Figure 3. Query delay with respect to relocation period](image)

Figure 3 shows average query delay with respect to relocation period. As expected, Our Proposed technique shows the best performance in terms of query delay, since most successful queries are served by local memory space. While in [1] SAF shows best result which gives minimum delay. Our graph shows better than this as it passes below to SAF technique. In above DCG technique shows the worst performance. This can be explained as follows: the distance in average query delay counts among group members in the DCG technique is longer than that in the SCF technique. Since most successful queries are served by group members in these techniques, the long distance among group members affects query delay negatively [1].

VI. CONCLUSION AND FUTURE WORK

In this paper, we have assumed an environment in which nodes simultaneously issue access requests to correlated data items in MANETs. We have proposed method to handle selfishness condition that is actually extensions of our previously proposed methods to adapt such an environment. The simulation results show that the methods proposed in this paper which give lower query delay than the corresponding methods used in [1]. The results also show that the proposed method is better than DCG, SCF and SAF methods. Here delay is minimum than all this methods.

As part of our future work, we plan to address data replication in an environment where access requests for correlated data items are issued with some intervals. And increase data accessesability. We also plan to extend our proposed methods to adapt data updating.
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