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Abstract
An infrequent pattern is an item set or a rule whose support is less than the minimum support threshold. The extraction of infrequent patterns is called infrequent pattern mining. This work mainly concentrates on the infrequent pattern mining. It gives a survey on methods for mining infrequent patterns from different types of data set. This paper reviews different research papers and presents the methods that they adopted to mine the infrequent patterns. It also explains about different application areas where these infrequent patterns can be used.
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I. Introduction
The mining task that focuses on discovering frequent patterns from the databases is called frequent pattern mining. In frequent pattern mining, only frequent patterns are returned while infrequent patterns are simply discarded without further consideration. This is because the most valuable information is carried by the frequent patterns and the infrequent patterns cannot adequately reflect the typical characteristics from the data because of their rare occurrence [5]. However, since the late 1990s, more and more researchers have realized the importance of infrequent patterns with the increasing demands from applications of anomaly detection, especially in medicine [3], genetics [7], molecular biology [4] and network security [8]. In these areas, infrequent patterns are considered significant due to the huge influence they may have. In the study of finding a better treatment approach for a special disease, researchers would like spend more time on studying an abnormal case rather than reading the millions of records of healthy people [9].

In this scenario, more effort has been put into the development of infrequent pattern mining [6]. Frequent patterns are item sets, subsequences, or substructures that appear in a data set with frequency no less than a user-specified threshold. For example, a set of items, such as milk and bread that appear frequently together in a transaction data set is a frequent item set. A subsequence, such as buying first a PC, then a digital camera, and then a memory card, if it occurs frequently in a shopping history database, is a (frequent) sequential pattern. A substructure can refer to different structural forms, such as sub graphs, sub trees, or sub lattices, which may be combined with item sets or subsequences. If a substructure occurs frequently in a graph database, it is called a (frequent) structural pattern. Finding frequent patterns plays an essential role in mining associations, correlations, and many other interesting relationships among data [12].

Often when considering data mining, the focus is on frequent patterns. Although the majority of the most interesting patterns will lie within the frequent ones, there are important patterns that will be ignored with this approach. These are called infrequent patterns. Take for example the sale of VHS:s and DVD:s: here will be low occurrences of people buying both of them. In terms of data mining, the item set {VHS, VD} will be infrequent and therefore ignored. However, people that buys DVD:s does not tend to buy VHS:s and vice versa. These items will be competing and an interesting pattern is found.
Mining infrequent patterns is a challenging endeavor because there is an enormous number of such patterns that can be derived from a given data set. More specifically, the key issues in mining infrequent patterns are: (1) how to identify interesting infrequent patterns, and (2) how to efficiently discover them in large data sets [11]. To get a different perspective on various types of interesting infrequent patterns, two related concepts are negative patterns and negatively correlated patterns. The remaining part of the paper is organized as it gives the definitions for negative patterns, negative item set, and negative association rule. In the next sections it explains research challenges, review of different papers, applications, results and discussions, conclusion, future work and finally the references.

II. NEGATIVE PATTERNS

Let \( I = \{i_1, i_2, ..., i_d\} \) be a set of items. A negative item, \( ik \), denotes the absence of item \( ik \) from a given transaction. For examples, coffee is a negative item whose value is 1 if a transaction does not contain coffee.

2.1. Negative Item Set

A negative item set \( X \) is an item set that has the following properties:

1. \( X = A \cup B' \), where \( A \) is a set of positive items, \( B' \) is a set of negative items, \( |B'| \geq 1 \), and
2. \( s(X) \geq \minsup \).

2.2. Negative Association Rule

A negative association rule is an association rule that has the following properties: (1) the rule is extracted from a negative item set, (2) the support of the rule is greater than or equal to \( \minsup \), and (3) the confidence of the rule is greater than or equal to \( \minconf \). The negative item sets and negative association rules are collectively known as negative patterns. An example of negative association rule is \( \text{tea} \rightarrow \text{coffee}' \), which may suggest that people who drink tea tend to not drink coffee.

As an important research topic in data mining, pattern mining aims to discover unknown or hidden patterns from a large-scale collection of data. Given a database, it is not hard to find some patterns. However, to find the most interesting and useful data patterns highly relevant to the user’s application targets is where the challenge comes from. In addition, if the data is represented in complex structures, then it is even more difficult to accomplish the task efficiently. Many of the researchers do work on frequent pattern mining. However, infrequent pattern mining and its applications is still an open topic that has been done a little work previously [1]. I would like to move on surveying the efficient and effective mining algorithms in infrequent pattern mining which explains about infrequent item set mining. Infrequent subsequence mining, infrequent sub structure (sub tree) mining.

III. RESEARCH CHALLENGES

Even though infrequent pattern mining is still an emerging research field and has been studied for a decade, there are still many unsolved topics that can be explored, such as how to further control the number of generated candidate and how to improve the efficiency of the mining process by providing more targeted candidates, etc [2]. It is not hard to generate a large number of infrequent sub trees, but the challenge comes from how to determine which infrequent sub trees are most interesting and valuable to end users and their applications [1].

IV. REVIEW OF DIFFERENT PAPERS

Ling Zhou at all 2007 in “Efficient association rule mining among both frequent and infrequent items” proposed Matrix-based scheme (MBS) and Hash-based scheme (HBS) for mining both frequent and infrequent patterns [13]. Mehdi Adda at all 2012 in “pattern detection with rare item-set mining” explained about rare item sets and non-present item sets and also explained an apriori based method for mining rare item sets and non-present item sets[14].
Alex Tze Hiang Sim at all 2008 in Mining Infrequent and Interesting Rules from Transaction Records” proposed Proportional Error Reduction Technique [15]. Laszlo Szathmary at all 2010 in “Generating Rare Association Rules Using the Minimal Rare Item sets Family” proposed a naïve approach for finding mRIs [16]. Luigi Troiano at all 2009 in “A Fast Algorithm for Mining Rare Item sets” proposed an algorithm for mining rare item sets called Rarity Algorithm [17]. Laszlo Szathmary at all 2012. in “Efficient Vertical Mining of Minimal Rare Item sets” proposed Talky-G and Walky-G algorithms [18].

Ashish Gupta at all 2011 in “Minimally Infrequent Item set Mining using Pattern-Growth Paradigm and Residual Trees” explained the Pattern-Growth Paradigm and Residual Trees for Minimally Infrequent Item set Mining [19].

Budhaditya Saha at all 2007 in “Infrequent Item Mining in Multiple Data Streams” proposed Entropy Based Window Selection method for extracting the Infrequent Patterns from the Data Stream [20].

Xindong Wu at all 2004 in “Efficient Mining of Both Positive and Negative Association Rules” explained about the extraction of Positive and Negative Association Rules [21].

Ahmedur Rahman at all in “WiFi Miner: An Online Apriori-Infrequent Based Wireless Intrusion Detection System” proposed an apriori based infrequent pattern mining algorithm for wireless intrusion detection [25].

V. APPLICATIONS

Infrequent patterns can be used in many applications. In text mining, indirect associations can be used to find synonyms, antonym or words that are used in different contexts. For example, the word data might be indirectly associated with the word gold, using the mediator mining.

In the market basket domain, indirect associations can be used to find competing items, such as desktop computers and laptops, which states that people whom buys desktop computers won’t buy laptops.

Infrequent patterns can be used to detect errors. For example, if {Fire = Yes} is frequent, but {Fire = Yes, Alarm = On} is infrequent, then the alarm system probably is faulting [22].

When evaluating Weka [23], we could not find any signs of an infrequent pattern classifier. Searching for outliers in data stream is an important area of research in the world of data mining with numerous applications, including credit card fraud detection, discovery of criminal activities in electronic commerce, weather prediction, marketing and customer segmentation [24]. The outliers can be detected from infrequent patterns.

Intrusion detection in wireless networks has become a vital part in wireless network security systems with widespread use of wireless local area networks (WLAN). Intrusion detection can be done by the infrequent patterns [25].

VI. RESULTS AND DISCUSSIONS

Infrequent pattern mining is still an emerging research field and has been studied for a decade, there are still many unsolved topics that can be explored, such as how to further control the number of generated candidate and how to improve the efficiency of the mining process by providing more targeted candidates, etc. It is not hard to generate a large number of infrequent sub trees, but the challenge comes from how to determine which infrequent sub trees are most interesting and valuable to end users and their applications. By reading this paper one can get a basic knowledge on infrequent patterns and this work acts as a basis for the future work that has been done on this area.

VII. CONCLUSION

This paper mainly concentrated on infrequent patterns. To get a different perspective on various types of interesting infrequent patterns, two related concepts are negative patterns and negatively correlated patterns. It explains what are negative patterns, negative item set, and negative association rule. This paper makes review on different papers related to infrequent patterns and rare item sets and also gives the knowledge on different algorithms proposed for mining infrequent patterns. This also explains
about different application areas where these infrequent patterns are used. This research work elaborates the algorithms for mining infrequent patterns and which becomes the basis for the future work going to be done in this area.

VIII. FUTURE WORK

Mining infrequent patterns is a challenging endeavor because there is an enormous number of such patterns that can be derived from a given data set. More specifically, the key issues in mining infrequent patterns are:

1. How to identify infrequent patterns,
2. How to identify the interestingness of those patterns
3. How to efficiently discover them in large data sets.

To get a different perspective on various types of interesting infrequent patterns, two related concepts are negative patterns and negatively correlated patterns.
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