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\textbf{ABSTRACT}

The Time Sharing System is more multifaceted about the performance and calculating the average waiting time, turnaround time, response time, and context switches from the number of processes mainly depends on the CPU scheduling algorithm where the CPU is one of the most important computer resource and as round robin scheduling is considered most widely used scheduling algorithms. The Round Robin Scheduling Algorithm has disadvantage is longer average waiting time, higher context switches, higher turnaround time and low throughput. In this research a new proposed algorithm called Adaptive Round Robin Scheduling Algorithm is presented which is discussed here. The new proposed algorithm called “Adaptive Round Robin (ARR) Scheduling a Novel Approach Based on Shortest Burst Time Using Smart Time Slice”. It is a Priority Driven Scheduling Algorithm based on burst time of processes. It is also uses fixed time quantum same as Simple RR but calculation of time quantum is another factor here. First of all we arrange the processes according to the execution time/burst time in increasing order that is smallest the burst time higher the priority of the running process. The next idea of this approach is to choose the Smart Time Slice (STC) is mainly depends on number of processes. The Smart Time Slice is equal to the mid process burst time of all CPU burst time when number of process given odd. If number of process given even then we choose the time quantum according to the average CPU burst of all running processes. The use of scheduling algorithm increased the performance and stability of the time sharing systems and support building of an self-adaptation operating system, which means that the system is who will adapt itself to the requirements of the user and vice versa.
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I. INTRODUCTION

A) CPU utilization

We want to keep the CPU as busy as possible that means CPU is not free during the execution of processes. Conceptually the CPU utilization can range from 0 to 100 percent.

B) Response time

Response time is the time from the submission of a request until the first response is produced.

C) Throughput:

One measure work is the number of processes that are completed per time unit that means the number of tasks per second which the scheduler manages to complete the tasks.

D) Turnaround Time:

The time interval from the time of submission of a process to the time of completion is the turnaround time. Total turnaround time is calculation is the sum of the periods spent waiting to get into memory, waiting in the ready queue, executing on the CPU, and doing I/O.

E) Waiting Time:
The waiting time is not the measurement of time when a process executes or does I/O completion; it affects only the amount of time of submission of a process spends waiting in the ready queue. We keep average waiting time should be less.

II. AIMS AND OBJECTIVE OF PAPER

Aims and objective of research is to schedule the processes in efficient and convenient way. Scheduling decision try to reduce the following: turnaround time, response time and average waiting time for processes and the number of context switches. So the main objective of research to reduce the load of CPU work, increase the performance of CPU, reduces the overhead and schedule the task in efficient manner [1].

III. METHODOLOGY

In our research work the methodology a new implementation in round robin scheduling to reduce the average waiting time, turnaround time, context switches and achieve high throughput. In round robin scheduling we are using the concept of performance evolution through intelligent time quantum based on execution time [2] [20].

IV. REVIEW OF LITERATURE SURVEY

Burst Round Robin as a Proportional Share in this paper we introduce Burst Round Robin, a proportional-share scheduling algorithm as an attempt to combine the low scheduling overhead of round robin algorithms and favor shortest jobs. [3]. Shortest Remaining Burst Round Robin (SRBRR) Scheduling Algorithm by assigning the processor to processes with shortest remaining burst in round robin manner using the dynamic time quantum [4]. Intelligent Time Slice for Round Robin in Real Time Operating System. The main objective of this paper is to develop a new scheduling algorithm for scheduling tasks in real time operating systems. [5]. Self-Adjustment Time Quantum in round robin is the new proposed algorithm called Self-Adjustment-Round-Robin (SARR) based on a new approach called dynamic-time-quantum [6].

V. THE PROPOSED WORK

In our proposed algorithm, the number of processes is residing in the ready queue, we assume their arrival time is assigned to zero and burst times are allocated to the CPU. The burst time and the number of processes (n) are accepted as input. Now first of all we arrange all processes in increasing order according to their given burst time and chose smart time slice according some conditions. The smart time slice will be depends on the inputting number of processes burst time. If number of processes are vary then smart time will be vary.

VI. ADAPTIVE RR PSEUDO CODE

1. First of all check ready queue is empty
2. When ready queue is empty then all the processes are assigned into the ready queue.
3. All the processes are rearranged in increasing order that means smaller burst time process get higher priority and larger burst time process get lower priority.
4. While (ready queue! = NULL)
5. Calculate Smart Time Slice:
   If (Number of process%2= = 0)
   STS = average CPU burst time of all processes
   Else
   STS = mid process burst time
6. Assign smart time slice to the i\textsuperscript{th} process:
   \( P_i \leftarrow STS \)
   \( i=i+1 \)
7. If (i< Number of process) then go to step 6.
8. If a new process is arrived update the ready queue, go to step 2.
9. End of While
10. Calculate average waiting time, turnaround time, context switches.
11. End

Flowchart for Adaptive RR:

VII. SIGNIFICANCE OF RESEARCH WORK

The significance of our performance metrics for experimental analysis is as follows:

1) Number of Context Switches should be less.
2) Average Waiting time (AWT) should be less.
3) Turnaround Time (TAT): should be less.
4) Throughput: will be high

VIII. FORMULATION OF RESEARCH WORK

The algorithm works effectively even if it used with a very large number of processes. In each case, we have compared the experimental results of our proposed algorithm with the round robin scheduling algorithm with fixed time quantum Q. Here we have assumed a constant time quantum Q equal to 25 in this case.

Case 1: We Assume five processes arriving at time = 0, with increasing burst time (P1 = 14, P2 =45, P3 = 36, P4 = 25, P5 = 77) as shown in Table 1. The Table 1 shows the output using SRR algorithm and our ARR algorithm. Figure-1 and Figure-2 shows Gantt chart for both the algorithms respectively.
Table 1 Example of RR and ARR

<table>
<thead>
<tr>
<th>Process</th>
<th>Arrival Time (ms)</th>
<th>Burst Time (ms)</th>
</tr>
</thead>
<tbody>
<tr>
<td>P1</td>
<td>0</td>
<td>14</td>
</tr>
<tr>
<td>P2</td>
<td>0</td>
<td>45</td>
</tr>
<tr>
<td>P3</td>
<td>0</td>
<td>36</td>
</tr>
<tr>
<td>P4</td>
<td>0</td>
<td>25</td>
</tr>
<tr>
<td>P5</td>
<td>0</td>
<td>77</td>
</tr>
</tbody>
</table>

Table 2 Comparison of SRR and ARR

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>STS</th>
<th>CS</th>
<th>AWT</th>
<th>TAT</th>
<th>Throughput</th>
</tr>
</thead>
<tbody>
<tr>
<td>Simple RR</td>
<td>25</td>
<td>7</td>
<td>70.2</td>
<td>109.6</td>
<td>low</td>
</tr>
<tr>
<td>ARR</td>
<td>36</td>
<td>6</td>
<td>56.8</td>
<td>96.2</td>
<td>high</td>
</tr>
</tbody>
</table>

Case 2: We Assume four processes arriving at time = 0, with random burst time (P1 = 20, P2 =32, P3 = 9, P4 = 19) with time quantum =16 as shown in Table 4.11. The Table 4.12 shows the output using RR algorithm and Adaptive RR algorithm. Figure 4.14 and Figure 4.15 shows Gantt chart for both the algorithms respectively.
Table 3 Example 6 of RR and ARR

<table>
<thead>
<tr>
<th>Process</th>
<th>Arrival Time (ms)</th>
<th>Burst Time (ms)</th>
</tr>
</thead>
<tbody>
<tr>
<td>P1</td>
<td>0</td>
<td>20</td>
</tr>
<tr>
<td>P2</td>
<td>0</td>
<td>32</td>
</tr>
<tr>
<td>P3</td>
<td>0</td>
<td>9</td>
</tr>
<tr>
<td>P4</td>
<td>0</td>
<td>19</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>P1</th>
<th>P2</th>
<th>P3</th>
<th>P4</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>16</td>
<td>32</td>
<td>41</td>
</tr>
<tr>
<td>77</td>
<td>80</td>
<td>57</td>
<td>61</td>
</tr>
</tbody>
</table>

Figure 7.3 Gantt chart for SRR

AWT = 44.78
TAT = 64.7
CS = 6

According Adaptive RR mechanism:

First of all I arrange the processes in ready queue according their given burst time in increasing order that is P3=9, P4=19, P1=20 and P2=32 and after that we choosing the time quantum according Adaptive RR algorithm, the time quantum is the average processes burst time if the given processes are even, that is 20. The Gantt chart for Adaptive RR

<table>
<thead>
<tr>
<th>P3</th>
<th>P4</th>
<th>P1</th>
<th>P2</th>
<th>P2</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>9</td>
<td>28</td>
<td>48</td>
<td>68</td>
</tr>
<tr>
<td>77</td>
<td>80</td>
<td>61</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Figure 7.4 Gantt chart for ARR

AWT = 21.2
TAT = 41.2
CS = 3

Table 4 Comparison of simple RR and ARR

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Time Quantum</th>
<th>CS</th>
<th>AWT</th>
<th>TAT</th>
<th>Throughput</th>
</tr>
</thead>
<tbody>
<tr>
<td>Simple RR</td>
<td>16</td>
<td>6</td>
<td>44.78</td>
<td>64.7</td>
<td>low</td>
</tr>
<tr>
<td>ARR</td>
<td>20</td>
<td>3</td>
<td>21.2</td>
<td>41.2</td>
<td>high</td>
</tr>
</tbody>
</table>

IX. RESULTS

Based on the experiments and calculations that we have made the new modified algorithm which solves the drawbacks of round robin scheduling which is considered a challenge.

Performance Chart:
X. CONCLUSION

The use of scheduling algorithm increased the performance and stability of the operating system and support building of an self-adaptation operating system, which means that the system is who will adapt itself to the requirements of the user and not vice versa. This paper reduces the drawbacks like higher average waiting time, higher turnaround time and more context switches of Simple Round Robin Scheduling algorithm which is used for the time sharing system. This paper also discovers the high throughput of the system. When throughput is high then the system performance will increase. This Paper is useful in the future with the arrival time of the jobs.
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